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Abstract

Background: Females benefit from ultrasound screening and diagnosis of breast cancer, and artificial intelligence has enabled the
automatic identification of medical conditions on medical imaging. Methods: This study aimed to develop machine learning (ML) and
deep learning (DL) models for the detection and classification of breast cancer in a breast ultrasound image (BUSI) and United States
(US) ultrasound images datasets and to compare the models’ performance to previous studies. The ultrasound scans were collected from
women between the ages of 25 and 75. The dataset contains 780 images with a resolution of 500 × 500 pixels. There were 133 normal
images with no cancerous masses, 437 images with cancerous masses, and 210 images with benign masses among the 780 cancerous
images in the BUSI dataset whiles the US ultrasound images includes 123 and 109 ultrasound images of malignant and benign breast
tumors. Two traditional ML models, random forest (RF) and K-Nearest Neighbor (KNN), as well as a deep learning (DL) model using
convolutional neural networks (CNN), were trained to classify breast masses as benign, malignant, or normal. Results: The CNN
obtained an accuracy of 96.10%, the RF an accuracy of 61.46%, and the KNN an accuracy of 64.39% with the BUSI dataset. Standard
evaluation measures were employed to assess the performance for benignancy, malignancy, and normality classification. Furthermore,
the models’ area under the curve-receiver operating characteristics (AUC-ROC) are 0.99 by the CNN, 0.85 by the RF, and 0.65 by the
KNN. Conclusions: The study’s findings revealed that DL surpasses conventional ML when it comes to training image datasets; hence,
DL is suggested for breast cancer detection and classification. Furthermore, the resilience of the models used in this study overcomes
data imbalance by allowing them to train both binary and multiclass datasets.

Keywords: artificial intelligence; breast cancer; convolutional neural network; deep learning; K-Nearest Neighbor; machine learning;
random forest; ultrasound

1. Introduction
Breast cancer is a disorder in which the cells of the

breast proliferate uncontrollably. Breast cancer is one of
the most often diagnosed cancers in women throughout the
world [1,2]. Breast cancer affects about 2.3 million peo-
ple each year, making it the most frequent cancer among
adults [3,4]. On 3 February 2023, the World Health Or-
ganization (WHO) unveiled a new Global Breast Cancer
Initiative Framework that provides a roadmap for achiev-
ing the aim of saving 2.5 million lives from breast cancer
by 2040. To meet the objectives, the WHO framework ad-
vises that nations apply the three pillars of health promotion
for early detection, timely diagnosis, and complete care of
breast cancer. Breast cancer prevention and treatment is a
critical public health concern in Sub-Saharan Africa. Breast
cancer survival rates in Sub-Saharan Africa are abysmal at
40% five years following diagnosis, compared to over 90%
inmost high-income nations [3,5]. Early breast cancer has a
90% probability of cure, but if it spreads to the lymph nodes
or elsewhere, the chance of cure drops dramatically [6].

The chances of survival after being diagnosed with
a malignant tumor are quite slim. Early identification
of breast cancer in women can significantly minimize
and/or mitigate its consequences. The breast’s complicated
anatomy makes early disease identification more difficult.
Manual cancer detection may be inaccurate. It should be
noted that the invasive method of identifying breast can-
cer takes time. In recent years, researchers have developed
non-invasive methods for detecting and screening breast
cancer. Mammography and ultrasound images are two of
the most common sources of data utilized in breast can-
cer investigation. The use of mammography for analysis
and breast cancer detection [7], and computer aided diagno-
sis (CAD) [8] for breast cancer diagnosis have been devel-
oped. Breast images are captured using a low-dose X-ray in
mammography. The shot is taken from several perspectives
to aid in diagnosis. Breast ultrasound, on the other hand,
is non-invasive and non-radiation in nature; it uses sound
waves to obtain photos of the breast [9]. Several computer-
aided design (CAD)-based frameworks are being created
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by various researchers in order to provide faster and more
accurate identification.

Conventional machine learning (ML) and deep learn-
ing (DL) approaches are gaining popularity due to their
promising results [10]. Zerouaoui et al. [11] developed
deep hybrid heterogenous ensembles that combined the
strength of seven deep learning techniques to classify breast
cancer. Their research found that deep hybrid hetero-
geneous ensembles outperformed both singles and deep
stacked ensembles in terms of accuracy. Their proposed
deep hybrid heterogeneous ensembles can be used for breast
cancer detection to help pathologists reduce missed diag-
noses and offer appropriate therapies to patients. Further-
more, Islam et al. [12] examined five supervised machine
learning algorithms to predict breast cancer: support vec-
tor machine (SVM), K-Nearest Neighbors (KNN), random
forests, artificial neural networks (ANNs), and logistic re-
gression. Their study utilized the Wisconsin Breast Can-
cer dataset in their analysis. Their findings showed that the
ANNs had the best accuracy, precision, and F1 score.

Hou et al. [13] used 10 breast cancer risk indica-
tors to analyze and compare the efficacy of four machine
learning algorithms in predicting breast cancer in Chinese
women. Reshma et al. [14] created an automatic segmen-
tation approach that is then followed by self-driven post-
processing activities to successfully identify the Fourier
Transform based segmentation in the CAD system to im-
prove its performance when it comes to the use of ML and
DL models for classification and prediction of breast can-
cer in women. The performance of each ML and DL tech-
nique varies in phases depending on the dataset used. The
classical DL techniques often require large amounts of data
to aid in the training of the algorithms. It has been proven
that, ML and DL have been utilized in detection and predic-
tion of breast cancer in various domains. Furthermore, this
paper presents the current state of development of a novel
artificial intelligence (AI) framework for breast cancer clas-
sification. Some significant contributions in this study, as
adapted from Afrifa et al. [15], are as follows:

1.1 Contribution of the Study
(1) In this study, some conventional machine learn-

ing techniques are proposed for more accurate breast cancer
classification.

(2) The study additionally proposes a classical deep
learning model for more accurate breast cancer classifica-
tion. In this case, a softmax activation function is used to
improve the training models and accuracy estimations.

(3) Machine learning and deep learning models are
employed to detect benign, malignant, and normal masses.

(4) Instead of using single observation performance,
this study applies 10-fold cross-validation for fair perfor-
mance analysis. In addition, four standard evaluation met-
rics were used to assess the models’ performance.

(5) The study employs a combination of quantitative
and qualitative techniques to provide many viewpoints on
the subject issue of breast cancer classification.

(6) It is a fresh contribution to the literature in that it
proposes new AI models for breast cancer classification.

1.2 State of the Art
It should be noted that this study adds to the body of

knowledge on breast cancer classification. Despite numer-
ous research have been conducted in the domain of breast
cancer classification, this study gives an improvement with
similarities and differences of the utilized state-of-the-art
models. This study suggests utilizing conventionalmachine
learning and classical deep learning approaches to classify
breast cancer. Table 1 (Ref. [12,13,16–19]) summarizes the
proposed model’s differences and similarities with previous
research.

The results in Table 1 show that the dataset used com-
prises non-binary breast ultrasound images; consequently,
it contains benign, malignant, and normal masses in com-
parison to the state-of-the-art. Furthermore, the proposed
models attempt to learn the dataset using conventional ML
of RF and KNN, as well as classical DL of convolutional
neural networks (CNN).

The remainder of the study is structured as follows:
Themethodological approach employed in this study is pre-
sented in Section 2. Section 3 follows directly after Section
2 and shows the results achieved from using the methodol-
ogy used in this study, including both quantitative and qual-
itative outcomes. Section 4 contains the discussion, which
explains the study in depth. The limitations of the sudy is
presented in Section 5. Finally, Section 6 summarizes the
study’s findings and future plans.

2. Materials and Methods
This section presents themethod used in this study and

the app achieve the results obtained for the analysis.

2.1 Data Collection
The present study made use of the publicly acces-

sible Breast Ultrasound Images (BUSI) dataset, that can
be found at https://scholar.cu.edu.eg/?q=afahmy/pages/da
taset [20] and United States (US) breast ultrasound images
found at https://qamebi.com/breast-ultrasound-images-dat
abase/ [21], both of which were accessed on May 1, 2023
and August 10, 2023 respectively. The ultrasound scans
(BUSI) were collected from women between the ages of 25
and 75. The data was acquired in 2018 at Cairo’s Baheya
Hospital for Early Detection and Treatment of Women’s
Cancer using a LOGIQ E9 ultrasound system and a LOGIQ
E9 Agile ultrasound [22]. There are 600 female patients in
all. The data is divided into three categories: normal, be-
nign, and malignant. The dataset contains 780 images with
a resolution of 500 × 500 pixels. There were 133 normal
images with no cancerous masses, 437 images with can-
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Table 1. Proposed model vis-à-vis state-of-the-art.
Research Year Method utilized Dataset Dataset description

Islam et al. [12] 2020 Random Forest (RF), Support Vector Machine (SVM) Wisconsin breast cancer data Binary data
Hou et al. [13] 2020 Random Forest (RF) and Deep Neural Network

(DNN)
West China Hospital of Sichuan

University
Binary data

Jia et al. [16] 2022 Whale Optimization Algorithm and Support Vector
Machine (WOA-SVM)

Wisconsin breast cancer data Binary data

Nrea et al. [17] 2022 Convolutional Neural Network (CNN) Breast mammograms Binary data
Michael et al. [18] 2022 K-Nearest Neighbor (KNN), Support Vector Machine

(SVM), Random Forest (RF)
Breast ultrasound images (BUSI) Binary data

Gedam et al. [19] 2023 Naïve Bayes (NB), Random Forest (RF), Artificial
Neural Networks (ANNs)

Wisconsin breast cancer data Binary data

Proposed models Random Forest (RF), K-Nearest Neighbor (KNN),
Convolutional Neural Network (CNN)

Breast ultrasound images (BUSI) Non-binary (benign,
malignant, normal)

cerous masses, and 210 images with benign masses among
the 780 cancerous images. Furthermore, the US breast ul-
trasound images include 123 and 109 ultrasound images of
malignant and benign breast tumors, respectively.

2.2 Proposed Architecture of the Study

This study employs a framework for classifying the
breast masses shown in Fig. 1. The BUSI and US ultra-
sound images data underwent several preprocessing stages,
such as, image augmentation to improve the deep learn-
ing models’ performance and generalization capabilities for
computer vision tasks. To facilitate quick training, the RGB
(Red, Green, Blue) images were transformed to grayscale.
As a result of the lower dimensionality, training models
on grayscale images is often faster than training models on
RGB images. It should be noted that converting RGB to
grayscale is a typical preprocessing step in deep learning
models, especially when color information is not critical or
when lowering input dimensionality is crucial. Deep learn-
ing models might suffer from noise in the dataset. It can
introduce inconsistencies, outliers, or irrelevant data from
which the model can learn and generalize. The suspected
noise in the dataset was removed so that the model could
focus on the key patterns and characteristics in the data, re-
sulting in increased performance and more accurate predic-
tions.

Furthermore, feature extraction is an important stage
in deep learning. This was done to enable automated learn-
ing of complex representations, reduce data dimensional-
ity, improve computer efficiency, enhance transfer learn-
ing, promote generalization, and facilitate interpretability.
The dataset was separated into training (70%) and testing
(30%) sets after the data preparation phases. A percentage
of the testing set (30%) was utilized to validate the models
to be trained. The random forest (RF), K-Nearest Neigh-
bor (KNN), and convolutional neural network (CNN) are
the machine learning (ML) and deep learning (DL) classi-
fiers utilized to train the dataset in this study. These artifi-
cial intelligence (AI) techniques were utilized to categorize

breast masses as benign, malignant, or normal. Finally, the
proposed models’ outputs were evaluated utilizing several
evaluation metrics.

2.3 Data Preprocessing Stages

The preprocessing techniques used in this study are
explained in the following subsections. Data preprocess-
ing is the process of modifying and preparing data in order
to make it more suited for the job at hand and to improve
the performance of machine learning and deep learning al-
gorithms [15]. Data preprocessing is critical for ensuring
the quality, dependability, and efficacy of future analysis
or modeling techniques [23]. Figs. 2,3 show the distribu-
tion of the BUSI and US ultrasound image datasets before
augmentation. It is essential to note that the BUSI dataset
is multiclass (normal, benign, and malignant), whereas the
US ultrasound images dataset is binary (benign and malig-
nant).

2.3.1 Data Augmentation Technique
Data augmentation is a technique for enhancing the

training set artificially by making modified copies of a
dataset from existing data [24]. Data augmentation is ef-
fective for improving the performance and results of ma-
chine learning models by generating additional and unique
instances for training datasets. A machine learning model
works better and more correctly when the dataset is rich
and sufficient. The augmented approaches used in this
study are re-scaling and rotation. The images are loaded
and augmented using the Image Data Generator class in
Keras version 2.13 (Google LLC, Mountain View, Cali-
fornia, United States). These techniques were utilized to
improve model prediction accuracy by incorporating addi-
tional training data into models and avoiding scarcity of
data for better models [25]. Data overfitting is reduced, and
data variability is created. Table 2 lists the Image Data Gen-
erator class parameters and their associated configurations.

The data after augmentation in both the BUSI and the
US ultrasound images are represented in Figs. 4,5. It is cru-
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Fig. 1. The proposed workflow of the study. *The classifiers are random forest (RF); K-Nearest Neighbor (KNN); and convolu-
tional neural network (CNN).

Table 2. Parameter configuration of the
ImageDataGenerator class instance.

Parameter Value

Rotation 10°
Width shift 2 pixels
Height shift 22 pixels
Shear 0.2 radians
Rescale [0, 255] to [0, 1]
Fill mode Nearest

cial to note that the datasets were adjusted to a maximum
value of 500, which increased the decision threshold and
allowed the classes to check for data imbalance throughout
the augmentation stages.

2.3.2 Grayscale Conversion Technique
In image processing, grayscale removes all forms of

color information, leaving just distinct shades of gray; the
brightest being white and the deepest being black [26]. Its
intermediate hues are generally as vibrant as the basic col-
ors: red, green, and blue (RGB). The RGB primary col-
ors’ average pixel values (ranging from 0–255) are merged.
Each color band’s luminous intensity (24 bits) is blended
into an acceptable estimated grayscale value (8 bits). The
formula for converting RGB to grayscale is presented in
Eqns. 1,2.

gray =
( red + green + blue )

3
(1)

gray = 0.299 red + 0.587 green + 0.114 blue (2)
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Fig. 2. The original distribution of the breast ultrasound image
(BUSI) dataset.

Fig. 3. The original distribution of the United States (US) ul-
trasound images dataset.

Grayscale conversion aids in the simplification of al-
gorithms as well as the elimination of complications asso-
ciated with processing needs.

2.3.3 Image Denoising Technique

The technique of reducing noise from an image is
known as image denoising. The addition of noise will re-
sult in information loss. Image noise is a random change in
the brightness or color information in acquired images [27].
The image is denoised using bilateral filtering, which takes
into account the spatial proximity and intensity similarity
of pixels. The aim of this filtering is to smoothen each im-
age while preserving the borders and features by reducing
the influence of distant or different pixels. Ardakani et al.

Fig. 4. The augmented distribution of the BUSI dataset.

Fig. 5. The augmented distribution of the US ultrasound im-
ages dataset.

[28] examined 67 denoising filters and chose the best one
for ultrasound picture denoising. They concluded that the
Spatial correlation (SCorr) filter produced the greatest re-
sults, much superior than the other nine filters. However,
the bilateral filter was employed since, according to Feng
et al. [29], breast lesions segmentation had the maximum
performance among eight filters when image denoising was
performed. The Eqn. 3 represents themathematical formula
of noise in an image.

BF [I]p =
1

Wp

∑
q∈S

[(Gσs(||p− q||)) · (Gσr (|Ip − Iq |))] · Iq

(3)
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Where BF [I]p = output of bilateral filtering at pixel
p, Iq = intensity at pixel q, 1

Wp
= normalization factor,

Wp = normalization term, Gσs = spatial weight, Gσr =
range weight, ||p = magnitude of vector p, p = a pixel, q||
= magnitude of vector q, q = neighboring pixel and Iq =
intensity value of q. The image is normalized to standard-
ize pixel values between 0 and 255, improve contrast, and
maintain uniform intensity values across the batch of pho-
tographs. The Contrast LimitedAdaptiveHistogramEqual-
ization (CLAHE) technique is used to improve image con-
trast and detail by dispersing pixel intensities. It improves
the ultrasound pictures’ inconsistent contrast and illumina-
tion.

2.3.4 Feature Extraction Technique
The process of converting raw data into numerical fea-

tures that may be processed while keeping the information
in the original data set is referred to as feature extraction.
The purpose of feature extraction is to minimize the number
of features in a dataset by producing new ones from exist-
ing ones (and subsequently eliminating the original ones)
[30,31]. The image generator is used to iterate through
batches of 32 images for feature extraction. The mask im-
age is loaded and applied to the original image for each im-
age in a batch, resulting in a masked image. The masked
image is added to a list of batch features, which is then
transformed to an array and added to a list of all features.
A list of all labels is added with batch labels. All feature
and label arrays are concatenated and molded into a single
array. Deep learning models can learn complex representa-
tions from raw data automatically.

The model can use feature extraction to turn the input
data into a more relevant and informative representation. In
this study, extracted features such as corners, edges, areas
of interest points, and ridges are input into model classi-
fiers adapted from a study by Sun et al. [32]. However,
feature reduction was employed to finish computing oper-
ations in order to accomplish model functions. The model
may capture the underlying patterns and structures in the
data by extracting key features, allowing for more effective
learning and prediction.

2.4 Machine Learning and Deep Learning Classifiers
In this study, three artificial intelligence techniques

are employed to train the dataset to classify breast masses
as benign, malignant, or normal: random forest, K-Nearest
Neighbor, and convolutional neural network. It should be
stressed that optimization is an important part of model
training. The goal of optimization is to reduce the risk of
mistakes or loss from these forecasts while also improving
the model’s accuracy [33]. Depending on the dataset and
the complexity of the task at hand, optimization strategies
may differ. The hyperparameter and validation strategies
were employed to optimize the models in this study. The
60% training, 20% validation, and 20% testing hyperpa-

rameter approach is used. To evaluate the model’s perfor-
mance and prevent overfitting, 5-fold cross validation was
used. The 5-fold aids in estimating the model’s generaliza-
tion capabilities.

2.4.1 The Random Forest Algorithm
The breast masses in the dataset were classified us-

ing the machine learning approach random forest (RF). The
variable space of each decision tree in the RF is partitioned
into a smaller subspace, resulting in data that is as homoge-
neous as possible throughout each zone [34]. To increase
classification or regression accuracy, the RF fits a variety
of decision trees using subsamples from the entire data set
[35,36]. The RF concept is that multiple individual predic-
tors each forecast insufficiently in different conditions, and
that by combining the prediction outputs of the independent
predictors, total prediction accuracy may be increased.

2.4.2 The K-Nearest Neighbor Algorithm
K-Nearest Neighbor (KNN) is a classicmachine learn-

ing (ML) algorithm that employs the supervised learning
methodology. The KNN algorithm assumes similarity be-
tween new and existing data and assigns new data to the cat-
egorymost similar to the existing categories [37]. TheKNN
algorithm preserves all existing data and classifies new data
points based on similarity. This means that as new data is
received, it may be promptly sorted into a suitable category
using the KNN algorithm.

2.4.3 The Conventional Neural Network
A CNN is a deep learning system that can take an in-

put image, assign importance (learnable weights and bi-
ases) to separate aspects/objects in the image, and iden-
tify one from the other [10]. The CNN was used to clas-
sify the breast masses in the present study. The visual ge-
ometry group network (VGGNet) architecture, notably the
VGG16, was used by the CNN. The CNN architecture in-
cludes convolutional and max-pooling layers. The softmax
activation function was utilized, with a regularization of a =
0.0001 and a maximum iteration of 10. Softmax is an acti-
vation function that is often employed in the output layer
of CNNs, particularly for multi-class classification prob-
lems [38]. The softmax function was chosen because of
the data’s multi-class classification, which included normal,
benign, and malignant. This turns raw scores (logits) into
meaningful probabilities, allowing the model to make in-
formed decisions about which class is the most likely label
for a particular input instance.

Summary of the CNN Classifier. With the sequential
model, the CNN used convolutional layers and max-
pooling layers. After the convolutional layers were com-
pleted, the data was flattened to generate three completely
connected layers for output with the softmax activation
function. The entire number of parameters is 14,789,955,
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but only 75,267 are trainable, and the remaining parame-
ters are utilized using VGG16 pre-trained values. The CNN
utilized in the study has two convolutional layers, two max
pooling layers, two dropout layers, a flatten layer, and two
fully connected layers.

By minimizing overfitting, fostering robust feature
learning, and quickly managing enormous and convoluted
models, the two dropouts are critical tools for boosting the
performance and generalization capabilities of CNNs [39].
The first dropout reduces noise from the featuremaps, while
the second is used to control the entire CNN architecture
for better output. Furthermore, the flattened layer reshapes
the spatially organized feature maps into a one-dimensional
vector that fully connected layers may utilize to make pre-
dictions. This flattened representation is required in the net-
work’s design to connect the convolutional layers to fully
connected layers. Finally, the fully connected layers clas-
sify the images thus identifying the breast masses. The fully
connected layer makes final predictions based on the hier-
archical features learned by the convolutional and pooling
layers [40]. A visualized version of the CNN architecture
is shown in Fig. 6.

Fig. 6. Visualized view of the CNN architecture.

2.5 Performance Evaluation Metrics
Model evaluation is critical since it measures a classi-

fier’s performance as a generic model [41]. The purpose of
a performance evaluation is to measure a model’s general-
ization accuracy on unseen/out-of-sample data [42]. Accu-
racy, precision, recall, and Receiver Operating Characteris-
tics (ROC) are among the performance evaluation measures
utilized. Tenfold cross validation was used to validate the
dataset. The accuracy, precision, and recall are represented
by Eqns. 4,5,6, respectively.

Accuracy =
TP + TN

TP + FP + TN + FN
(4)

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

Where true positive (TP), true negative (TN), false
positive (FP), and false negative (FN) values. The area
under the curve-receiver operating characteristics (AUC-
ROC) curve is a classification performance statistic with
variable threshold values. The AUC is a measure of sepa-
rability, whereas the ROC is a probability curve. The ROC
curve is plotted as a function of true positive rate (TPR)
vs. false positive rate (FPR), with TPR on the y-axis and
FPR on the x-axis. The flowchart of the proposed method
from start to end, taking into account the phases involved
in achieving model classification results and performance
assessments, is shown in Fig. 7.

Fig. 7. Flowchart of the proposed workflow.

3. Experimental Results of the Models
Breast ultrasound images consisting of benign, malig-

nant, and normal images. The dataset’s classes were used to
train the convolutional neural network deep learningmodel,
as well as the random forest and K-Nearest Neighbor ma-
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Fig. 8. Classification of the BUSI dataset.

Table 3. Model performances and evaluations on the BUSI
dataset.

Models Accuracy Precision Recall

CNN 0.9610 0.9724 0.9412
RF 0.6146 0.4966 0.4987
KNN 0.6439 0.3220 0.5800

chine learning models. The models performed better in
terms of accuracy and performance assessment measures.
The classification of breast ultrasound images (dataset) is
displayed (Fig. 8).

3.1 Performance of the ML and DL Classifiers

The study used a non-binary (benign, malignant, and
normal) data description in the training of the proposed
models, which included random forest, K-Nearest Neigh-
bor, and convolutional neural network. The performance
scores of the models used in this study are shown in Ta-
ble 3 below. The presented findings are the outcome of
training models based on the techniques employed. These
classifiers were trained using the models and evaluation
scores described in the deep learning and machine learn-
ing classifiers and their accompanying evaluation metrics.
The Google Colaboratory (Colab) platform is used to train
the models. The Google Colab assists in the creation and
execution of arbitral decisions and is well-suited to ML and
DL, data analysis, and education.

Table 3 shows that the CNN achieved the highest accu-
racy with 0.9610, followed by the KNN with 0.6439. With
0.6146, the RF had the worst performance. Furthermore,
the CNN obtained significant precision (0.9724) and recall
(0.912) values. The results reveal that deep learning outper-

forms conventional machine learning techniques in training
image datasets. The results obtained from the three models
used in this study are summarized in Fig. 9.

Fig. 9. Summary outcomes of the models in the BUSI dataset.

Additionally, the receiver operating characteristics
(ROC) of the models were calculated for each of the arti-
ficial intelligence models. The Receiver Operating Char-
acteristics (ROC) scores are used to assess the efficacy
of the models. The ROC score is a well-known machine
learning assessment metric. The capacity of a classifica-
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tion model to differentiate between the breast masses data
across numerous classification criteria is measured by the
ROC. Figs. 10,11,12 show the ROC values for CNN, RF,
and KNN, respectively. At various classification thresh-
olds, the ROC shows the true positive rate (TPR) vs. the
false positive rate (FPR). Based on the training sets, the
CNN had a ROC value of 0.99, the RF had a ROC value
of 0.85, and the KNN had a ROC value of 0.56.

Fig. 10. Receiver operating characteristics (ROC) values of
the CNN classifier in the BUSI dataset.

Fig. 11. ROC values of the RF classifier in the BUSI dataset.

From the Fig. 10, it can be observed that, the CNN
classifier achieved a value of ROC = 0.99 in terms of the
training and validation sets. The ROC score shows that the
model achieved their best discrimination between classes,
which means that it properly categorized all positive ex-

Fig. 12. ROC values of the KNN classifier in the BUSI dataset.

Table 4. ROC values of the models on the BUSI dataset.
Models Training ROC Validation ROC

CNN 0.99 0.99
RF 0.85 0.50
KNN 0.81 0.48

amples with no false positives. It should be noted that the
data used in this study is well labeled and free of imbal-
ances. Other evaluation metrics were utilized to examine
the model’s performance in order to determine these val-
ues. This is evident when compared to the precision and
recall values obtained by the CNN classifier in Table 3.

Furthermore, the ROC values obtained in Fig. 11 il-
lustrate the distribution of the RF model. The validation
ROC score for the RF is 0.54 while the training ROC value
is 0.85. During the model’s training operation, the RF at-
tained critical thresholds. It is also important to remember
that a ROC of 0.5 or more is considered noteworthy in all
circumstances [10]. This means that the RF did well in clas-
sifying the breast masses in all cases.

In the case of the KNN model (Fig. 12), the model
attained crucial values of more than 0.5 in the ROC, indi-
cating that the model can differentiate between the classes
and is superior to random guessing.

The ROC score is less impacted by unbalanced class
distributions than other measures such as accuracy. When
one class dominates the dataset, accuracy can be deceiving,
but ROC provides a more reliable judgment. It is impor-
tant to recognize, however, that the ROC score has a few
drawbacks. Table 4 presents the ROC curve values for the
models’ training and validation outcomes. TheCNNearned
the highest ROC value in both the training (0.99) and vali-
dation (0.99) sets. The RF had the second-best ROC score
in the training set but the worst fared in the validation sets
is to the KNN (0.48).
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Table 5. Model performances and evaluations on the US
ultrasound images dataset.

Models Accuracy Precision Recall

CNN 0.8251 0.8253 0.8251
RF 0.6602 0.6670 0.6624
KNN 0.7557 0.8386 0.7494

A range of assessment metrics were utilized in this
study to provide a full understanding of models’ perfor-
mance. This approach provides vivid understanding of
model performance in the study of machine learning and
deep learning. Table 5 shows the performance of the ML
and DL on US ultrasound image datasets. It is clear that
the CNN had the greatest accuracy of 0.8251, followed by
the KNN with 0.7557. The RF had the lowest accuracy
(0.6602). Furthermore, the models attained significant re-
call and precision values. It should be noted that the models
utilized in this study can train both multiclass and binary
class datasets. The capacity of the models to survive data
imbalance and overfitting in all parts of the training models
is what makes them unique.

The ROC of the training and validation sets for the
CNN, RF, and KNN models in the US ultrasound images
dataset is shown in the Figs. 13,14,15.

Fig. 13. ROC values of the CNN classifier in the US ultrasound
images dataset.

Table 6 summarizes the ROC for the CNN, RF, and
KNN models in the US ultrasound images dataset.

3.2 Experimental Working Environments and
Configurations

The CNN, RF, and KNN models were therefore
trained using the Google Colab platform using Python
software version 3.11.4 (The Python Software Foundation
(PSF), 1209 Orange Street, Wilmington, DE, USA). The in-

Fig. 14. ROC values of the RF classifier in the US ultrasound
images dataset.

Fig. 15. ROCvalues of theKNN classifier in theUS ultrasound
images dataset.

stalled Random Access Memory (RAM) is 12.0 gigabytes
(GB), and the operating system is 64-bit. Table 7 provides a
tabular representation of the system specs and experimental
settings used to reach the results.

Our experimental system consists of five nodes, each
with an Intel(R) Core(TM) i5-1155G7 @ 2.50GHz, eight
cores, and twelve gigabytes of RAM. The platform stack is
made up of the Google Colab platform. In these studies,
we have one master and up to four slaves. We developed a
series of tests based on the system’s hardware limits. The
product of ‘number of cores per executor’ and ‘number of
executors’, for example, can range from 1 to the maximum
number of cores in the cluster. Table 8 shows the exper-
imental configurations used to acquire training data. We
created and evaluated AI prediction models of three sorts,
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Table 6. ROC values of the models on the US ultrasound
images dataset.

Models Training ROC Validation ROC

CNN 0.91 0.88
RF 0.76 0.48
KNN 0.88 0.50

namely CNN, RF, and KNN, with data volumes ranging
from 5 GB to 15 GB. A windows bash script runs each
application for each of the parameter values listed in Ta-
ble 8. A few possibilities are incorrect owing to resource
mismatches and are thus skipped. We could gather around
400 data points as a training set for each application in order
to create the AI models.

3.3 Essential Approaches for Women to Care for Breast
Cancer

Breast cancer is a major health problem for women all
over the world. Early identification and preventative ac-
tions are critical in lowering the disease’s effect. Women
can take important precautions to protect their breast health.
This study shows some qualitative empirical performances
to lessen the consequences of breast cancer in women. To
begin, knowing one’s family history and personal risk fac-
tors is critical to taking charge of breast cancer prevention.
Women should enquire about their family’s medical history,
particularly about breast cancer, and share this information
with their healthcare professional. Women who are aware
of their risk factors are better able to make educated deci-
sions and take preventative steps. Women are urged to fol-
low a healthy lifestyle after learning about their family his-
tory of breast cancer as a proactive start toward minimizing
their chance of having breast cancer. Women can actively
lower the likelihood of breast cancer incidence by cultivat-
ing a healthy lifestyle. Regular physical exercise aids in
weight control and adds to a healthy bodymass index (BMI)
[13]. Limiting alcohol use, not smoking, and limiting ex-
posure to environmental contaminants all help mitigate the
risk.

In addition, women are advised to practice breast self-
examination (BSE) as a simple yet powerful technique for
monitoring changes in their breast health [16]. By conduct-
ing BSE on a regular basis, women become acquainted with
the usual appearance and feel of their breasts, allowing them
to detect any abnormal changes quickly. To guarantee con-
sistency and accuracy, BSE should be tested periodically,
ideally a few days after menstruation. Women can take an
active role in their breast health by incorporating BSE into
their routine, as well as visiting healthcare professionals
for clinical breast examination (CBE) to provide an addi-
tional layer of assessment and expertise. It should be noted
that the researchers in this study are not health practitioners;
however, they use technological tools to train health data, as
well as experience and encounters with women in commu-

nity services, recommend the aforementioned approaches
to mitigate breast cancer risk. Remember that these are ba-
sic guidelines, and women should speak with their health-
care professionals to build a tailored strategy based on their
unique risk factors and medical history.

4. Discussion
Every year, breast cancer kills hundreds of women.

Manual breast cancer diagnosis is time-consuming, diffi-
cult, and prone to error. Several imaging approaches are
being investigated for the diagnosis of breast cancer. This
study used machine learning and deep learning approaches
to classify breast cancer using a dataset of breast ultrasound
images. In addition, the dataset was divided into training,
testing, and validation sets to aid in data analysis. To aid
in model training, the dataset was subjected to certain data
preparation techniques. Random forest, K-Nearest Neigh-
bor, and convolutional neural network models were used
in this study. The models excelled in terms of accuracy,
precision, recall, and ROC. To train the datasets, this study
applies cutting-edge approaches. In terms of accuracy and
model performance, CNN performed better in categorizing
breast cancers as benign, malignant, or normal. Deep learn-
ing approaches outperform contemporary machine learn-
ing models in classifying BUSI datasets, according to this
study. The findings of the study outperformed those of
Jabeen et al. [43], Raza et al. [38], and Balaha et al. [44]
in a comparable study that also used the BUSI dataset. It
should be noted that Balaha et al. [44] constructed an ab-
stract CNN and proposed a hybrid DL and genetic algo-
rithm (GA) (HMB-DLGAHA). Table 9 (Ref. [38,44–48])
provides an overview of known approaches for breast can-
cer classification. It should be noted that the findings of
this study outperformed the performance of the approaches
(state-of-the-art) summarized in Table 9.

Breast cancer is common among women, and reduc-
ing the chance of getting the illness should be a top prior-
ity for all females globally. Knowing one’s family history
and personal risk factors, in addition to prioritizing BSE
and CBE techniques, is critical for taking charge of breast
cancer prevention. Remember that each woman’s situation
is unique, so work with your healthcare practitioner to es-
tablish a tailored strategy based on your own risk factors
and medical history. Women may help reduce the risk of
breast cancer and increase overall well-being by taking pre-
ventive actions, remaining educated, and prioritizing their
breast health.

5. Limitations of the Study
The study produced an enhanced version of the breast

cancer disease classification. However, there are certain
limits that should be mentioned. To begin, the data used
in this study are secondary, and more data from other re-
gions will aid in model applicability. Furthermore, the per-
formance of classifiers, including the deep learning model,
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Table 7. Working environment and configurations of the system.
Processor 11th Gen Intel(R) Core(TM) i5-1155G7 @2.50Ghz 2.50GHz

Installed Random Access Memory (RAM) 12.0 Gigabyte (GB)
System Type 64-bit operating system

Table 8. Experimental setup configuration of the AI models.
Configuration parameter Minimum value Maximum value

Number of executors (-num-executor) 2 10
Number of cores per Executor (-executor-cores) 1 8
Executor memory (-executor-memory) 1 12
Data size 1 GB 15 GB

Table 9. Comparison with state-of-the-art.
Reference, Year Methods Features Dataset Performance

Raza et al. [38], 2023 CNN Deep Learning (DL) Breast Ultrasound images
(BUSI)

95.90%

Sirjani et al. [45], 2023 DL with multicenter evaluation Deep Learning BUSI 95.60%
Sahu et al. [46], 2023 CNN and Hybrid-CNN Deep Learning BUSI 94.50%
Boumaraf et al. [47], 2021 CNN with VGG19 Conventional machine

learning (ML) and DL
BUSI 95.00%

Sadad et al. [48], 2020 Hilbert transform and Watershed Hybrid ML BUSI 96.00%
Balaha et al. [44], 2022 CNN and HMB-DLGAHA Hybrid DL BUSI 90.00%
Proposed Model CNN with VGG16 Conventional ML and

DL
BUSI 96.10%

HMB-DLGAHA, hybrid DL and genetic algorithm; VGG, visual geometry group.

may be enhanced. It should be noted that, due to dataset
constraints, we only tested a small number of deep learning
and machine learning models. More work can be done to
contribute to higher-performing classifiers, which will lead
to higher detection performance using the present frame-
work.

6. Conclusions and Future Works
Breast cancer is a prevalent disease in women that af-

fects a large number of them. Women’s mortality rates will
be reduced if breast cancer is detected early. For classifying
breast ultrasound images, this study offered automated ma-
chine learning and deep learning algorithms. The proposed
method included a series of actions. The breast ultrasound
image data was initially submitted to data preprocessing
procedures. To begin, the data is augmented to aid in model
training and to address data imbalance. The data was then
transformed to grayscale from red, green, and blue (RGB).
Furthermore, anticipated noise was eliminated, and features
were extracted from the dataset. The selected features are
then utilized to train the models used in the study. Random
forest, K-Nearest Neighbor, and convolutional neural net-
works were used in this study. A number of experiments
were carried out, and the presented models produced sig-
nificant results. The random forest obtained 61.46% accu-
racy, the K-Nearest Neighbor achieved 64.39% accuracy,
and the convolutional neural network achieved 96.10% ac-

curacy. The models also excelled in terms of accuracy,
recall, and receiver operating characteristics. The study’s
findings demonstrated that deep learning approaches out-
perform conventional machine learning in classifying im-
age datasets. When compared to current research (state-of-
the-art), the findings obtained using the proposed approach
demonstrate an improvement. In the future, we hope to
expand the collection by gathering primary breast cancer
data. Support vector machine (SVM), naïve bayes (NB),
least short-termmemory (LSTM), and hybrid convolutional
layers will be used to train this dataset. The hybrid-CNN
architecture would be created by mixing CNN and LSTM
networks, with CNN extracting complex features from im-
ages and LSTM acting as a classifier. Furthermore, ensem-
ble and hybrid types of conventional machine learning will
be employed to train the dataset.

Abbreviations
AI, artificial intelligence; ML, machine learning; DL,

deep learning; CAD, computer aided design; CT, com-
puted tomography; BUSI, breast ultrasound image; KNN,
K-Nearest Neighbor; RF, random forest; CNN, convolu-
tional neutral network; ROC, receiver operating character-
istics.
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