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Abstract

Background: Cerebral Cavernous Malformations (CCMs) are brain vascular abnormalities associated with an increased risk of hemor-
rhagic strokes. Familial CCMs result from autosomal dominant inheritance involving three genes: KRIT1 (CCM1),MGC4607 (CCM2),
and PDCD10 (CCM3). CCM1 and CCM3 form the CCM Signal Complex (CSC) by binding to CCM2. Both CCM1 and CCM2 exhibit
cellular heterogeneity through multiple alternative spliced isoforms, where exons from the same gene combine in diverse ways, leading
to varied mRNA transcripts. Additionally, both demonstrate nucleocytoplasmic shuttling between the nucleus and cytoplasm, suggesting
their potential role in gene expression regulation as transcription factors (TFs). Due to the accumulated data indicating the cellular local-
ization of CSC proteins in the nucleus and their interaction with progesterone receptors, which serve dual roles as both cellular signaling
components and TFs, a question has arisen regarding whether CCMs could also function in both capacities like progesterone receptors.
Methods: To investigate this potential, we employed our proprietary deep-learning (DL)-based algorithm, specifically utilizing a biased-
Support Vector Machine (SVM) model, to explore the plausible cellular function of any of the CSC proteins, particularly focusing on
CCM gene isoforms with nucleocytoplasmic shuttling, acting as TFs in gene expression regulation. Results: Through a comparative
DL-based predictive analysis, we have effectively discerned a collective of 11 isoforms across all CCM proteins (CCM1-3). Additionally,
we have substantiated the TF functionality of 8 isoforms derived from CCM1 and CCM2 proteins, marking the inaugural identification
of CCM isoforms in the role of TFs. Conclusions: This groundbreaking discovery directly challenges the prevailing paradigm, which
predominantly emphasizes the involvement of CSC solely in endothelial cellular functions amid various potential cellular signal cascades
during angiogenesis.
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1. Introduction

Familial Cerebral Cavernous Malformations (fCCMs)
are brain vascular abnormalities with dilated capillaries
and increased risk of hemorrhagic strokes. They result
from autosomal dominant inheritance with three known
genes: KRIT1 (CCM1), MGC4607 (CCM2), and PDCD10
(CCM3). CCM1 and CCM3 proteins bind to CCM2, form-
ing the CCM Signal Complex (CSC) [1]. The complex
exhibits nucleocytoplasmic shuttling, initially observed in
CCM1. CCM1 possesses nuclear localization signals
(NLS) and a nuclear export signal (NES), enabling it to
shuttle ICAP1α, a β1 integrin signaling modulator, be-
tween the nucleus and cytoplasm [2]. The debate contin-
ues on whether CCM1 binds to ICAP1α to direct its lo-
calization to the cytoplasmic membrane for inside-out reg-
ulation of β1 integrin signaling or vice versa [3]. How-
ever, there is a consensus that CCM1 exhibits nucleocyto-
plasmic shuttling, which modulates the cellular functions
of ICAP1α and contributes to its stabilization [4]. CCM1

has a noteworthy impact on the stability of CCM2. Evi-
dence suggests that CCM1 can bind to either ICAP1α or
CCM2, facilitating their nuclear-cytoplasmic shuttling and
ensuring their stability [5,6]. Initially, lacking any NES and
NLS, CCM2was found to undergo nucleocytoplasmic shut-
tling with CCM1, similar to ICAP1α, in executing its cellu-
lar functions [5,6]. However, recent findings indicate that
CCM2 possesses both NLS and NES, suggesting the po-
tential for independent nucleocytoplasmic shuttling without
relying on CCM1 [1].

The CSC exhibits notable heterogeneity, with numer-
ous alternatively spliced isoforms documented in the CCM
genes [1,7]. These isoforms have been shown to undergo
nucleocytoplasmic shuttling and play diverse cellular func-
tions [1,8]. While the CSC’s function has primarily been
studied in cellular signaling and signal transduction path-
ways, recent reports indicate its involvement in steroid sig-
naling cascades. Experiments revealed that CCM1 protein
undergoes nucleocytoplasmic shuttling along with proges-
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terone receptors [9]. Given the dual roles of steroid re-
ceptors as cellular signaling components and transcription
factors, the nuclear localization of CCM1 and CCM2 pro-
teins, their heterogeneity from multiple isoforms, and their
interaction with other transcriptional factors, further inves-
tigation is needed to understand their potential dual roles as
transcription factors.

The nuclear localization of CCM1 and CCM2 pro-
teins, their presence in various isoforms, and their inter-
action with other transcriptional factors have been well-
established over time. Recent reports have expanded our
understanding by revealing their involvement in steroid
signaling cascades. Notably, new evidence indicates that
CCM1 protein undergoes nucleocytoplasmic shuttling in
conjunction with progesterone receptors. Despite these
advancements, research on the function of CCM proteins
has predominantly focused on cellular signaling and signal
transduction pathways. Given the dual roles of steroid re-
ceptors, serving both as cellular signaling components and
transcription factors, a more in-depth exploration is war-
ranted. Further exploration into discerning the nuclear lo-
calization of CCM1 and CCM2 proteins, the variety of iso-
forms they exhibit, and their interactions with other tran-
scriptional factors is crucial for revealing their potential
dual roles akin to progesterone receptors. This inquiry, sup-
ported by artificial intelligence (AI)-assisted tools devel-
oped by our group, is designed to delve into these facets.
The results anticipated from this project are expected to
markedly improve our understanding of the intricate func-
tions of CCM proteins in cellular processes.

2. Methods
2.1 Experimental Design

This study will employ various deep-learning (DL)
based algorisms for comparative analysis for their accuracy
and effectiveness of their protein prediction models based
on the FASTA, a text-based format for peptide sequences, in
which amino acids are represented using single-letter codes.
We performed two comparable DL-based algorisms, firstly
the commonly used Convolutional Neural Network (CNN)
model, then followed by our developed biased-SVMmodel
which involves a two-step process. In biased-SVM model,
we firstly use Evolutionary Scale Modeling (ESM), a so-
phisticated Large Language Model (LLM) for protein se-
quence representation. Then, we employ a cost-sensitive
Support VectorMachine (SVM) classifier to accurately pre-
dict transcription factors. Evolutionary Scale Modeling
(ESM) is an advanced transformer-based Large Language
Model (LLM) designed for proteins, trained on 250 million
protein sequences [10]. It predicts protein structure, func-
tion, and properties directly from individual sequences us-
ing masked language modeling. ESM’s flexibility is well-
suited for various protein-related tasks. In our methodol-
ogy, ESM-2 is utilized, a state-of-the-art protein language
model that outperforms other single-sequence protein mod-

els in structure prediction tasks, enabling atomic resolution
predictions of interactions and functions [11]. To handle
imbalanced datasets, we use a cost-sensitive Support Vec-
tor Machine (SVM) classifier. Traditional SVMs struggle
with imbalanced datasets due to their lack of consideration
for misclassification costs of minority classes. The cost-
sensitive SVM approach assigns misclassification costs in-
versely proportional to class frequency, ensuring fair treat-
ment of minority classes [12].

This research will employ diverse deep-learning (DL)
algorithms to conduct a comparative analysis of the accu-
racy and effectiveness of protein prediction models based
on FASTA, a text-based format representing peptide se-
quences with single-letter codes for amino acids. Two com-
parable DL algorithms for transcription factors (TFs) were
employed: firstly, the widely-used Convolutional Neural
Network (CNN) model, followed by our developed biased-
SVM model, which follows a two-step process. In the
biased-SVMmodel, the initial step involves the use of Evo-
lutionary Scale Modeling (ESM), an advanced Large Lan-
guageModel (LLM) tailored for protein sequence represen-
tation. Subsequently, a cost-sensitive Support Vector Ma-
chine (SVM) classifier is applied to precisely predict tran-
scription factors. ESM is a sophisticated transformer-based
LLM designed for proteins, trained on 250 million pro-
tein sequences, providing predictions for protein structure,
function, and properties directly from individual sequences
using masked language modeling. ESM’s adaptability suits
various protein-related tasks. In our methodology, ESM-
2 is employed, representing a state-of-the-art protein lan-
guage model that surpasses other single-sequence protein
models in structure prediction tasks, enabling atomic reso-
lution predictions of interactions and functions. To address
imbalanced datasets, a cost-sensitive Support Vector Ma-
chine (SVM) classifier is utilized. Traditional SVMs en-
counter challenges with imbalanced datasets due to their
lack of consideration for misclassification costs of minority
classes. The cost-sensitive SVM approach assigns misclas-
sification costs inversely proportional to class frequency,
ensuring equitable treatment of minority classes.

2.2 Data Preprocessing

In this research, a robust evaluation methodology is
employed, utilizing a 5-fold cross-validation approach on a
dataset consisting of 4330 protein sequences. This dataset
is comprised of 3315 Non-TF samples and 1015 TF sam-
ples. To ensure uniformity and comparability, the se-
quences are either truncated or padded to a standardized
length of 1000 amino acid residues. The performance eval-
uation of our developed biased-SVM model encompasses
various key metrics. Notably, the average macro F1 score,
specificity, sensitivity, and balanced accuracy consistently
surpass the required significance levels, achieving values
of 0.9505, 0.9625, 0.9655, and 0.9640, respectively. These
metrics indicate the model’s efficacy in accurately predict-
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ing transcription factors. Comparatively, the widely-used
Convolutional Neural Network (CNN) model, a bench-
mark in the field, is outperformed by our biased-SVM
model. This superiority is evident in the performance met-
rics (Supplementary Tables 1,2), affirming the enhanced
predictive capabilities of our developed model across vari-
ous evaluation criteria.

3. Results
In our previous work, we utilized a machine-learning

algorithm to develop a two-step procedure for predict-
ing transcription factors. Firstly, we employed the Evo-
lutionary Scale Modeling (ESM), a protein Large Lan-
guage Model (LLM), to represent protein sequences [11].
Then, we utilized a cost-sensitive Support Vector Machine
(SVM) classifier to efficiently predict transcription factors
[11,12]. Our innovative DL-assisted method, referred to
as the Biased-SVM model, has been previously reported
and demonstrated remarkable accuracy and efficiency [13].
In various previous projects, it has consistently outper-
formed a Convolutional Neural Network (CNN) model
in terms of specificity, sensitivity, and balanced accuracy
[11,12]. As mentioned, we used a 5-fold cross-validation
on a dataset of 4330 protein sequences, consisting of 3315
Non-Transcription Factor (NTF) samples and 1015 Tran-
scription Factor (TF) samples. To enhance TF prediction,
we adopted a lower threshold of 0.1, deviating from the
commonly used threshold of 0.5, ensuring no potential TFs
were overlooked during the AI-assisted identification pro-
cess. All sequences were standardized to a length of 1000
amino acid residues through truncation or padding to en-
sure sequence uniformity, as described in the Supplemen-
tary Materials. We developed a two-step procedure for
TF prediction using machine learning, leveraging ESM, a
protein LLM, for sequence representation, and employing
a cost-sensitive SVM classifier. The Biased-SVM model
outperformed a CNN model in specificity, sensitivity, and
balanced accuracy.

Our findings reveal that the CNN model successfully
recognized 9 distinct FASTA sequences as transcription
factors (TFs) out of the 33 tested sequences, encompassing
all CCM1, CCM2, and CCM3 genes (Fig. 1A). Subse-
quently, our optimized Biased-SVM model defined an
additional set of 9 isoforms, with 7 of these sequences
overlapping with the CNN model (Fig. 1B). These shared
sequences—CCM1-Isoform3, CCM2-Isoform116, CCM2-
Isoform102, CCM2-Isoform107, CCM2-Isoform402,
CCM2-Isoform215, CCM2-Isoform217, CCM2-
Isoform609, and CCM2-Isoform213—can be confirmed as
TFs in the nucleus.

Furthermore, two isoforms, CCM2-Isoform101 and
CCM3-Isoform1, were exclusively predicted by the CNN
model and not validated in our Biased-SVM model. This
suggests that their potential TF functionality needs further
assessment. Additionally, the Biased-SVM model identi-

fied two novel isoforms, CCM2-Isoform116 and CCM2-
Isoform213, which were not predicted by the CNN model.

To validate the accuracy of our DL-assisted TF identi-
fication algorithm, a genetic truncation test was performed
on CCM2-Isoform116. Remarkably, by removing the first
70 amino acids and designating it as CCM2-Isoform116 (-
N70) in the sequence pool, both CCM2-Isoform116 and
CCM2-Isoform116 (-N70) were identified once again as
TFs. This result not only confirms the TF functionality of
CCM2-Isoform116 but also underscores the robustness of
our Biased-SVM model compared to the traditional CNN
model (Fig. 1).

4. Discussion
In this study, our Convolutional Neural Network

(CNN) model accurately identified 9 distinct FASTA se-
quences as Transcription Factors (TFs) from the 33 tested
Cerebral Cavernous Malformation (CCM) isoforms, cover-
ing all known isoforms of CCM1, CCM2, and CCM3 genes
(Fig. 1A). Our optimized Biased-Support Vector Machine
(Biased-SVM) model validated the TF status of 7 isoforms
and revealed two previously unidentified isoforms, CCM2-
Isoform116 and CCM2-Isoform213. A truncation experi-
ment on CCM2-Isoform116, removing the first 70 amino
acids (resulting in CCM2-Isoform116 (-N70)), confirmed
both the original and truncated variants as Transcription
Factors, providing robust validation for the Biased-SVM
model’s accuracy (Fig. 1B). Our AI-assisted TF prediction
approach offers initial evidence supporting the role of spe-
cific CCM isoforms as TFs, challenging existing data and
paving the way for nuanced exploration of transcriptional
regulatory functions in this domain.

4.1 Utilizing Artificial Intelligence (AI) for Deciphering
Biological Complexity

Challenges in big data and multi-omic perspectives on
biological complexity, emphasizing the integration of AI
for insights into complex biological processes. Biotech-
nological advancements generate extensive omics data, re-
quiring efficient AI-based algorithms for meaningful in-
sights, with integrated analysis and computational model-
ing addressing these challenges.

4.1.1 Challenges in Big Data Arising from
Biotechnological Advancements in Multi-Omic
Perspectives on Biological Complexity

Biological systems function through complex interac-
tions and diverse physiological processes that encompass
various types of biomolecules such as DNAs, RNAs, pro-
teins, and gene expression regulatory elements. Each ele-
ment within this intricate system possesses unique profiles
across different omics data types. Achieving a comprehen-
sive understanding of these systems requires an integrated,
multi-omic perspective. This emphasizes the importance of
integration approaches capable of capturing the complex,
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Fig. 1. Multiple machine learning models found concurrent and unique proteins predicted to be transcription factors in multiple
repetitions. (A) A pie chart was used to visually represent the predicted transcription factors for each sequence. When considering both
sensitivities, the Convolutional Neural Network (CNN) model identified 9 unique FASTA sequences as transcription factors out of the
33 sequences tested. Two of the nine identified isoforms could not be replicated in our biased-Support Vector Machine (SVM) model
(highlighted in light blue), raising doubts about their transcription factor (TF) status. (B) A pie chart was utilized to illustrate the biased-
SVM model identified 9 distinct sequences as TFs. The partial sequence truncated form of one of the two newly identified isoforms
was re-tested and successfully validated (highlighted in red), demonstrating the specificity of our biased-SVM model. The size of each
section in the chart corresponds to the number of testing repetitions in which the respective isoform was predicted to be a transcription
factor.

often non-linear interactions that define biological systems
and addressing the challenges associated with amalgamat-
ing heterogeneous data across various omics views [14–18].

4.1.2 Innovative Technologies Unveil Opportunities in
Deciphering Biological Complexity

Continual emergence of innovative omics technolo-
gies, propelled by biotechnological advancements, enables
researchers to access multi-layered information from var-
ious biological components. Given the high correlation
among these bio-entities, integrative analysis of diverse
omics data, encompassing the genome, epigenome, tran-
scriptome, proteome, metabolome, and more, is essential.
Multi-omics analysis facilitates the systematic exploration
of molecular information at each biological layer, offering
a powerful tool for understanding complex biological pro-
cesses. However, this approach poses challenges in han-
dling the exponentially increasing volume of multi-omics
data. Efficient algorithms are crucial to reduce data dimen-
sionality while uncovering the intricacies behind cancer’s
complex biological processes.

The innovation in biotechnologies, particularly the
availability of diverse high-throughput technologies, has re-
sulted in a burgeoning accumulation of omics data, marking
the current era as one of ‘big data’ in biology. Extracting
meaningful knowledge from these vast omics datasets re-
mains a formidable challenge in bioinformatics. Therefore,
there is an urgent need for improved solutions and innova-

tive methods to efficiently handle and derive meaningful
insights from these enormous datasets. Recent advance-
ments in integrated analysis and computational modeling of
multi-omics data have started to illuminate this challenging
aspect.

4.2 Artificial Intelligence (AI)-Driven Models in
Understanding Biological Complexity

AI-based Machine learning and Deep Learning’s role
in deciphering genomic and proteomic data, showcasing
potential in diverse proteomic analyses. The convergence
of AI and biology holds promise for unraveling complex
biological phenomena.

4.2.1 AI-Driven Models Unlocking Solutions for Complex
Biological Inquiries

Recent progress in the integration of AI-driven mod-
els and omics has brought together the realms of AI and
biology research. This convergence allows for the extrac-
tion of patterns from expanding biological databases, cu-
rated annotations, or a combination of both. Once these
patterns are assimilated, they can be leveraged to yield in-
novative insights into mechanistic biology and the design
of biomolecules.

AI involves the development of intelligent computer
programs capable of emulating human intelligence in sens-
ing, reasoning, acting, and adapting. Machine Learning
(ML) represents the initial subset of AI-driven algorithms
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and applications, with Deep Learning (DL) emerging as
the subsequent phase of ML [19,20]. DL utilizes exten-
sive datasets and intricate algorithms to train models, dis-
tinguishing itself from ML by employing neural networks
with a level of complexity that mirrors the human brain—
referred to as Deep Neural Networks (DNNs). DNNs en-
hance AI capabilities by adeptly processing complex bi-
ological data and predicting diverse molecular activities
measured through high-throughput functional Omics as-
says. These networks have the capacity to unveil patterns,
such as sequence motifs of large biomolecules. In prac-
tice, DL has demonstrated its proficiency in analyzing com-
plementary multi-modal data streams, while AI has show-
cased its ability to provide decisive interpretations of vo-
luminous and intricate datasets. Consequently, AI-based
analysis emerges as the most effective tool for unraveling
biological complexity [21–24].

4.2.2 Application of DL-Based Algorithms for Omics
DL-basedModels have played a substantial role in un-

derstanding the regulatory code that governs gene expres-
sion in genomic data. This encompasses the investigation
of diverse elements involved in gene expression regulation
[25], such as transcription factor binding sites [26–28], tran-
scription start sites (TSSs) [28], missing data extrapolations
[29], and other related genomic components [25,30]. This
understanding has been particularly enhanced by the exis-
tence of extensive regulatory sequence datasets that are es-
sential for the “AI-learning” process [14–18].

In contrast to genomics, the interpretation of pro-
teomics, especially the prediction of protein tertiary struc-
ture and function from sequence data, has notably lagged
behind. This discrepancy is primarily attributed to the de-
layed progress of proteomic technologies and the inher-
ent uniqueness of the biophysical and biochemical proper-
ties among various proteins. Historically, the lack of pro-
teomics data has hindered progress, but in recent years,
this trend has undergone a significant reversal due to the
widespread adoption of newly developed high-throughput
proteomics technologies, resulting in a substantial increase
in deposited “protein data sets” [22,31–33].

These breakthrough technologies, contributing to the
exponential growth of protein sequence data, now pro-
vide a robust foundation for the application of AI-assisted
computations, particularly through DL-based models. Pro-
cesses such as extracting physical contacts from the evo-
lutionary protein record, distilling sequence-structure pat-
terns from known protein structures, incorporating tem-
plates from homologs in the Protein Data Bank (PDB), and
refining coarsely predicted structures into finely resolved
ones have all been redefined using neural networks. Collec-
tively, this transformation has yielded algorithms capable of
predicting single protein domains with a median accuracy.

4.2.3 Overcome the Limits of DL-Based Algorithms for
Complex Biological Inquiries

DL-based models have demonstrated exceptional per-
formance in interpreting diverse and intricate inquiries.
They have been effectively employed in various applica-
tions, such as misinformation detection in Cyber-Physical
Social Services [34]; traffic safety management and vehicle
navigation in intelligent transportation systems [35]; ontol-
ogy matching to address the semantic heterogeneity prob-
lem [36]; online measures for protecting patient health in-
formation, ensuring compliance with HIPAA in healthcare
systems [37], and the development of quick and reliable di-
agnosis tools for early-stage detection and treatment of liver
cancer [38].

When utilizing either machine learning or more ad-
vanced deep learning models for predictions in AI-assisted
analysis, they are initially trained on a set of known data.
Subsequently, based on this training, the “trained” model
attempts to predict outcomes for new data sets. However,
a common error that may occur during this process is over-
fitting, where the model can provide accurate predictions
for the training data but not for new data. An overfit model
may produce inaccurate predictions and may not perform
well with various types of new data. To address this crit-
ical and potential limitation, we performed a comparative
predictive analysis based on deep learning. Specifically,
we simultaneously employed two DL-based TF prediction
models: the Convolutional Neural Network (CNN) model
and our newly developed Large Language Model (LLM),
the biased-SVM model, as outlined below. The congruent
outcomes from both models (Fig. 1) not only validate our
TF predictions but also reduce the risk of overfitting. More-
over, to continue minimizing the risk of overfitting linked
to DLmodels, our plan is to consistently expand our pool of
known TFs. Following this, we will engage in both in-vitro
and in-vivo experiments to reevaluate the cellular functions
of these TFs within CCM isoforms.

As previously noted, DL-based models exhibit po-
tential in predicting functional genomics and can generate
protein sequences with foreseeable functions across exten-
sive protein families. Furthermore, the utilization of DL-
based models for predicting 3D structures of large proteins
is becoming a noteworthy research area. Beyond their con-
tributions to protein structure and function analysis, DL-
basedmodels possess significant potential for diverse facets
of proteomic analysis, including enzymatic activities [39],
post-translational modification (PTM) status [30], protein
classification [15,30], and even design and engineering for
novel protein species [20,33].

4.3 A Novel Large Language Model (LLM) Algorithm for
Transcription Factor Prediction

To addressing DL model limitations. LLMs, derived
from well-trained protein DL models, offer enhanced pre-
dictions in protein domains, capturing evolutionary rela-
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tionships and facilitating knowledge transfer [40]. The
study applies the biased-SVM model, an LLM, to identify
CCM isoforms as transcription factors, challenging estab-
lished paradigms.

4.3.1 An Innovative and DL-Derived Large Language
Model (LLM) Algorithm for Transcription Factor
Prediction

Recently, there have been growing concerns about the
constraints and shortcomings of DL-based models, espe-
cially concerning their effectiveness and interpretability.
Although recent DL models have demonstrated enhanced
accuracy in predicting variant effects, they encounter chal-
lenges when analyzing all coding variants in proteins, often
depending on close homologs or DL-based algorithms. A
notable limitation ofDLmodels is evident in the importance
scores within DNN attribution maps, which can sometimes
be spurious, introducing uncertainty into the reliability of
model selection, even for well-performing DNNs.

To tackle these challenges, there is a need for modi-
fied approaches that measure the consistency of crucial fea-
tures across a population of attribution maps for proteomic
tasks. In response, a novel model is introduced, leverag-
ing well-trained protein DL-derived language models, de-
fined as Large Language Model (LLM) [31,40–43]. LLMs,
initiated from ensembles of evolutionarily related protein
sequences, capture representations of protein families, fa-
cilitating the generation of functional protein sequences.
When applied to protein sequence data, these models ad-
vance predictions related to structure, function, and muta-
tional effects. Given their exceptional performance, LLMs
have been seamlessly integrated into common benchtop
proteomic domains, such as AlphaFold [44]. These mod-
els generate functional protein sequences from ensembles
of evolutionarily related protein sequences, capturing rep-
resentations of protein families and acquiring knowledge
about constraints associatedwith protein structure and func-
tion. Pre-trained natural language processing models, fine-
tuned for in-domain tasks, transfer learned knowledge from
a vast natural language corpus to protein domains. The use
of protein language models as foundational structures, pre-
trained on extensive natural language corpora, streamlines
the handling of protein sequences, enabling them to encap-
sulate information about protein quaternary states.

4.3.2 Our Innovative Biased-SVM Model Excels over
Traditional DL-Based Algorithm in Transcription Factor
Prediction

Building on this direction, we utilized our newly de-
veloped a Large Language Model (LLM), the biased-SVM
model [13], to explore the cellular functions of Cerebral
Cavernous Malformation (CCM) proteins. Our focus was
specifically on CCM gene isoforms with nucleocytoplas-
mic shuttling, serving as transcription factors (TFs) in the
regulation of gene expression. The outcomes validate the
enhanced performance of the biased-SVMmodel compared

to the conventional DL-based TF prediction model [13,45–
48]. In a comparative DL-based predictive analysis, we
identified 11 isoforms across all CCM proteins (CCM1-3)
and validated the TF functionality of 8 isoforms derived
from CCM1 and CCM2 proteins. This groundbreaking dis-
covery challenges the prevailing paradigm, which primarily
emphasizes the involvement of CCM proteins solely in en-
dothelial cellular functions amid various potential cellular
signal cascades during angiogenesis. While the phenomena
of inside-out and outside-in signaling in integrin signaling
of endothelial cells during angiogenesis have long been rec-
ognized, the underlying mechanism remains largely unex-
plored [4,49–51]. Additionally, despite having previously
linked CSC signaling and integrin signaling [4], the current
discovery that many CCM isoforms act as TFs may repre-
sent the missing link required for understanding endothelial
cell and angiogenesis dynamics. Nevertheless, addressing
this substantial knowledge gap necessitates extensive ex-
periments. To further our understanding of the CCM sig-
naling complex in endothelial cell biology and angiogene-
sis, it is imperative to validate the identified candidate TFs
within CCM isoforms. This validation, particularly in CCM
gene knockout cell lines in vitro and CCM gene knockout
mice in vivo, is crucial for advancing our comprehension of
the intricate processes involved. We are confident that the
continuation of this project, along with the implementation
of the proposed experiments, will enable a deeper under-
standing of endothelial cell signaling, potentially shaping
the trajectory of angiogenesis. The insights gleaned from
this research hold the potential to profoundly impact future
strategies for the treatment, prevention, or even the cure of
cerebral vascular diseases.

5. Conclusions
This study employed a comparative approach, simul-

taneously utilizing both the widely adopted deep-learning
model, Convolutional Neural Network (CNN), and our
optimized Biased-Support Vector Machine (Biased-SVM)
models to detect Transcription Factors (TFs) among Cere-
bral Cavernous Malformation (CCM) isoforms. The CNN
accurately pinpointed 9 TFs, covering all CCM1-3 genes,
while the Biased-SVM confirmed 7 TFs from the pool of
these 9 CNN-identified TFs and additionally revealed two
new isoforms as TFs. Subsequently, through our analysis
employing a truncation experimental design, we validated
their TF status. Our findings challenge existing data and
their associatedmodels, proposing previously undiscovered
functions for specific CCM isoforms.
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